
Advanced Bayesian Methods: Theory and Applications in R
01-BayesIntro - Exercises

Assume the following Bayesian model for i = 1, ... , n:

yi
iid∼ N(µ,σ2) µ ∼ N(m, s2) σ2 ∼ IG(a, b)

The probability density function of an IG(a, b) distribution is
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• Identify the individual model parts: (a) observation model, (b) priors, (c) parameters, (d) hyperparameters.

• Sketch the generic approach for Gibbs sampling from the joint posterior distribution of µ and σ2.

• Derive the full conditional for µ.

• Derive the full conditional for σ.
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